efforts of only a small percentage of faculty (8.9%), but this matter requires monitoring.

There is currently little reason to be concerned about the effect of foreign students on the continuing capacity of U.S. engineering schools to provide training and produce research. On the contrary, evidence suggests that without foreign students and foreign-born faculty, U.S. engineering education would suffer considerable damage. Nevertheless, it may be desirable for universities, for broader policy reasons, to attract greater numbers of well-qualified U.S. citizens to graduate study in engineering, thereby reducing the current dependency on foreign graduate students.

REFERENCES AND NOTES
2. For details, see A. Russo ["Selection of a faculty sample for a survey of the impact of foreign graduate students on U.S. engineering education," *Report CDT-80-1* (Center for Development Technology, Washington University, St. Louis, MO, 1986)].
3. If 20 undeliverable faculty questionnaires are excluded, the response rate rises to 54.3%.

Global Images of the Earth’s Interior

ADAM M. DZIEWONSKI AND JOHN H. WOODHOUSE

The three-dimensional maps of the earth’s interior now span regions from the bottom of the crust to the inner core of the earth. Although a wealth of new information on the dynamics of the earth has been discovered, the inner core offers the greatest surprise: it appears to be anisotropic with the axis of symmetry aligned with the axis of rotation.

The pace of progress in seismology has quickened recently. Thirty years elapsed between the discovery of the fluid core by Oldham in 1906 and the discovery of the inner core by Lehmann; it took another 35 years for a rigorous proof that the inner core is solid (1). Only 2 years separate the publication of the first three-dimensional maps of the upper mantle (2, 3) and the presentation at the 1986 spring meeting of the American Geophysical Union of two independent results on the aspherical structure of the inner core (4, 5). (The terms “aspherical” and “asphericity” will be used as synonymous with “lateral heterogeneity”; the ellipticity of the figure due to rotation described by the hydrostatic equilibrium theory is considered implicitly.) Studies of the earth’s aspherical structure have now matured to the point where some of the results can be confirmed by independent techniques and where important conclusions can be drawn by the intercomparison of different models.

The primary reason for this rapid development was the accumulation of a sufficient quantity of high-quality digital data from two global networks (6) that began operation in the mid-1970s and achieved their full strength by about 1980. Theoretical developments during the last three decades provided the framework of formal analysis, and the availability of computers, including supercomputers, made feasible the handling of immense amounts of data and the large-scale calculations necessary in three-dimensional problems. Reports (7, 8) demonstrated that certain functional of the earth’s structure reflecting its asphericity can be retrieved and mapped on a global scale.

If the internal properties of the earth were spherically symmetric, our planet would be tectonically dead. Both short (earthquakes and volcanoes) and long time scale (mountain building and sea-floor spreading) observations indicate that this is not the case. This dynamic behavior must be driven by lateral differences in temperature and density. However, the internal distribution of these parameters cannot be uniquely inferred from observations at the surface.

The velocities of compressional and shear waves depend on temperature and composition and, therefore, density. Seismologists can determine the variations in the wave speeds. Regional studies, addressing relatively shallow structures whose tectonic nature is understood, demonstrate that the hypothesis of linking high seismic velocities with low temperatures, and vice versa, is justified. High seismic velocities have been found under continental shields, older than 1 billion years with very low heat flow, whereas the material in the vicinity of mid-oceanic ridges has very low velocities at the same
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depths. The extension of this hypothesis to depths greater than several hundred kilometers must rely on less direct inferences, such as correlation of the inferred velocity anomalies with the gravity field (9, 10). We have, therefore, good reasons to believe that by mapping seismological properties of the earth in three dimensions, we can provide data that can answer some of the fundamental questions of geodynamics.

One such question is the driving mechanism of plate motions. Although the kinematic picture at the surface has been known for nearly 20 years, the views among geophysicists are still divided over how these motions translate with depth. Problems such as the existence of deep “continental roots” (11) or penetration of subducting material into the lower mantle (12) are examples of such issues.

Within the last year a new picture of the deepest region of the earth’s interior, the core, has begun to emerge. At this stage various interpretations based on fragmentary information may appear to be mutually inconsistent. The three principal issues are the shape of the core-mantle boundary and properties of the material in its immediate vicinity, large-scale heterogeneity in the liquid core, and the existence of anisotropy in the solid inner core in addition to its isotropic properties that vary with position. The resolution of these issues is important to our understanding of the evolution of the earth, the generation and secular variation of the earth’s magnetic field, and the thermal, mechanical, and chemical coupling between the core and the mantle.

The results obtained so far must be verified, and the proposed hypotheses must be tested against alternative explanations. The emergence of these problems, however, demonstrates the pace of change; as of 1 year ago no one was aware that the opportunity existed to address these questions.

This article reviews global seismic imaging, that is, the systematic, if rapid, progression away from the spherically symmetric earth models developed during the first three-quarters of this century.

Equally important research being done on local and regional scales will not be discussed here. One can expect, however, that through increased resolution of global models and a broader application of regional studies the results of these two efforts can be combined, thus leading to a much improved understanding of how the earth works.

**Mapping Infinity**

The interior of the earth is inaccessible, but we can measure some of its functionals. A functional can be a complete seismogram or a single parameter derived from it, such as the arrival time of a P-wave. It is also possible to isolate a particular phase, such as a wave group of the fundamental Rayleigh (P-SV) or Love (SH) mode, and to estimate its dispersion. Another example of a functional is the location of a spectral peak corresponding to the frequency of a particular free mode of oscillation of the earth.

If the earth had a spherically symmetric structure and all sources were the same, for example, explosive pulses, then the shape of the seismogram would not depend on the location of the source or receiver but only on the distance between them. This simple relation is disturbed by the introduction of asphericity.

A perturbation due to aspherical earth structure of its functional, \( \gamma \), can be expressed to the first order:

\[
\delta \gamma = \int_V \delta \mathbf{m}(x) \cdot \mathbf{G}(x) dV
\]

where \( \delta \mathbf{m}(x) \) represents a vector of perturbations in elastic and anelastic parameters and density, and \( \mathbf{G} \) is a differential kernel depending on the seismic source mechanism and the reference (spherically symmetric) earth’s structure, and integration is over the entire volume \( V \).

The problem can be simplified if the data are anomalies in travel times, \( \delta t \), of body waves and the geometrical ray theory is used:

\[
\delta \gamma = \delta t(x_r, x_s) = \int_{s_e}^{s_f} \delta \tau(x) \cdot G(s) ds
\]

where \( x_r \) and \( x_s \) are the coordinates of source and receiver and \( x = x(x_r, x_s, s) \) is a point on the ray path at angular distance \( s \) from the epicenter and \( \delta \tau(x) \) is the perturbation in the compressional or shear wave speed. Two approximations are made. One is that the perturbation in the functional is linear with respect to perturbation in the model parameters. The other is that the kernel \( G \), computed for the reference model, does not depend on lateral heterogeneity. In the case of travel times of body waves, this approximation is justified by Fermat’s principle, but the assumption could be relaxed in subsequent iterations, where the ray path could be traced through the previously estimated model of lateral heterogeneity. The first assumption leads to errors of the second order in \( \delta \mathbf{m} \), which is acceptable for perturbations of the order of several percent; its effect would also be diminished in subsequent iterations.

For the problem to become tractable the number of unknowns must be made finite; two different ways of discretizing the problem have been used. One is to divide the medium into a three-dimensional array of cells in each of which the perturbation is constant. Thus for the \( j \)th path, between the source and receiver:

\[
\delta t_j = \sum_i \delta v_i G_{ij}
\]

The summation is nominally over all the cells, \( i \), but \( G_{ij} \) vanishes for cells not encountered by the ray path, so the matrix \( G_{ij} \) is sparse. Depending on the number of unknowns, the resulting system of normal equations can be solved either exactly (9) or by using iterative, approximate matrix inversion methods (13, 14).
The second approach to discretization is to expand \( \delta \psi \) in terms of basis functions. In the case of spherical geometry, the natural expansion is in terms of spherical harmonics \( Y_{l,m} \):

\[
\delta \psi(r, \theta, \phi) = \sum_{l=0}^{L} \sum_{m=-l}^{l} \lambda C_{l,m} f_{m}(r) Y_{l,m}(\theta, \phi) \tag{4}
\]

where \( \theta \) and \( \phi \) are, respectively, colatitude and longitude, \( f_{m}(r) \) are given functions of radius, and \( \lambda C_{l,m} \) are the unknown coefficients. Equation 4 can be thought of as a spatially filtered version of the full representation. The matrix of coefficients resulting from the substitution of Eq. 4 into Eq. 2 is not sparse. This representation has been used in (15) and (3), for example.

The basis function representation is possibly more computationally intensive than the cell approach in its application to residuals of travel time data, but it is clearly superior for other types of data (for example, splitting of normal modes), and its systematic application should allow us to combine in a single inversion a variety of types of data. In general, for the waves of finite wavelength a volume integral (Eq. 1) is appropriate. Such a representation is necessary for normal modes whose wavelength is a sizable fraction of the earth's circumference.

Any proposed model should, in principle, be specified with an estimate of its errors. Standard errors of coefficients \( \lambda C_{l,m} \) were given in (15), and Tanimoto (16) adapted for three-dimensional geometry the approach of Backus and Gilbert (17) to evaluation of resolving kernels.

One should be cautious, however, in trusting such estimates. The sources of error are difficult, or impossible, to quantify. In addition to frequently unknown systematic errors in the data, two sources of error are particularly troublesome: errors in theory and errors in model representation. The latter are more fundamental. If, for example, anisotropy is important, the models obtained assuming isotropy could be severely biased and their specified standard errors will be meaningless and misleading. Seismologists are still searching for the proper mathematical representation of the unknown physical properties of the earth's interior. It is important at this stage to explore the earth with data that sample it in a significantly different way and to compare the resulting models. This approach is being carried out, and the formulation of the hypothesis that the inner core is anisotropic (18, 19) is a direct outcome of the encountered discrepancy between the isotropic models based on splitting of normal modes (5) and travel times (4). Similarly, the discrepancy between relative roughness of the core-mantle boundary obtained from seismic data and its smoothness inferred from astronomical observations (20) could lead to a fundamental change in our perception of the nature of this interface.

The Data

In all cases the original sources of data are seismograms: the recordings of ground motion caused by an earthquake or explosion. For the most part, the research described here involves interpretation of these recordings. The arrival times of body waves, however, are reported in the Bulletins of the International Seismological Centre (BISC), and these are used without reference to the original seismograms (21).

Figure 1 (22) shows schematically the ray paths of different body wave phases and the corresponding seismogram in which some of them are identified. The arrival times of such phases are sent to ISC from more than 1000 globally distributed stations. The center associates these readings with seismic events and publishes a catalog of earthquakes on a monthly basis (albeit with a 2-year delay; quick epicenter determinations can be obtained within a few hours after a major event by dialing a computer at the National Earthquake Information Service of the U.S. Geological Survey). All contributed readings are published and then distributed on magnetic tape.

Although the potential of BISC for studies of lateral heterogeneities was recognized relatively early (23), the data set may be confusing because of the low signal-to-noise ratio. Even when gross mistakes are rejected, the contribution to the variance of a single observation of reading errors and small-scale lateral heterogeneities is ten times as great as that due to heterogeneities with the wavelength greater than several hundred kilometers (24). Averaging is one way to demonstrate that the effect of large-scale lateral heterogeneities is discernible. Figure 2 is a map of "summary residuals" of P-wave arrival times (15). Travel-time anomalies from 70 earthquakes in a 5° by 5° area, representing a "source region," were averaged in "receiver regions" (5° in epicentral distance, 7.2° in azimuth). Only points derived from at least five observations are plotted. Significant areal consistency is present in the pattern observed in Africa and Antarctica. The introduction of summary residuals also allows us to minimize the effect of the uneven distribution of earthquakes and seismographic stations.

Although the reports of the arrival times of the P-wave are most numerous (nearly 2 million individual readings have been used in some studies) and reliable, BISC contain information on other phases. Among them are the core reflections, PnP, and phases traveling through the core: PKP and PKIKP. These phases can be used to study the structure of the core (4, 25) and core-mantle boundary (26–28). Attempts to use other phases included in BISC have also been reported (29).

Travel-time residuals are used to retrieve the three-dimensional structure by forming the equations of condition from Eq. 2 by using a parameterization such as in Eqs. 3 or 4. The difficulty rests largely in the selection of the number and distribution of parameters consistent with the imperfect sampling of the earth by rays connecting source-receiver cells and with the level of noise in the data.

Another kind of data used in three-dimensional analysis is that
contained in very long period recordings. The top trace in Fig. 3 shows 4.5 hours of the transverse component record. The dominant features are bursts of energy associated with the fundamental mode Love waves traveling along world-circling paths. Such long-period data are used in four distinct ways.

**Wave group approach.** Individual wave groups are isolated and their phase velocity dispersion is estimated within a range of frequencies. By analyzing $G_1$, one obtains the dispersion along the minor arc (short path between the source and receiver), and $G_2$ yields dispersion along the major arc; $G_3$ corresponds to the travel along the minor arc and one full earth circumference. The method requires knowledge of the earthquake mechanism. The range of frequencies for which reliable estimates of dispersion can be obtained limits the resolution of the method to the top several hundred kilometers of the mantle.

Such data, obtained for many crisscrossing paths, could be directly substituted in Eq. 2, each measurement corresponding to a different functional $\gamma$. In the published reports, however, three-dimensional models have been obtained in two steps. First, the data were inverted for the spherical harmonic coefficients of phase velocity $C_{mn}^n(\mu)$ at several discrete frequencies (30). Then the frequency dependence for each $l$ and $m$ was inverted for a function of depth, yielding the model (2, 31); these particular studies allowed for transverse (32) and azimuthal anisotropy (33). Recently, Tanamoto (34) incorporated the wave groups $X$ which represent the superposition of several overtones of surface waves (35); this improved the depth resolution of the wave group approach.

**Asymptotic normal mode approach.** If a record such as that shown in Fig. 3, but perhaps several times longer, is transformed into the frequency domain, the amplitude spectrum will show distinct peaks, which represent the interference of waves traveling on the sphere. In theory, for a rotating, elliptical, or, in general, aspherical earth, each mode of angular order $l$ will be split into $2l + 1$ spectral lines (36). However, in the asymptotic limit of large $l$, propagation of energy is
limited to the great circle path through the source and receiver. Instead of appearing to be split, spectral peaks are shifted in frequency by amounts corresponding to the mean deviation from the spherical average of the structure along the great circle (37). Because the phase information is destroyed, the measurement is sensitive only to the even degrees of the earth's heterogeneity.

Masters et al. (7), using data from several hundred vertical component seismograms, measured frequency shifts for several thousand spectral peaks of the fundamental spheroidal mode and discovered that the pattern is dominated by degree 2.

Complete normal mode approach. The full set of $2l + 1$ lines can be readily retrieved only for a few modes. The problem is that specular lines have finite width because of attenuation, and for the most part the separation of singlets is insufficient to retrieve the fine structure through direct inspection of individual spectra. Splitting of the "football" mode of $\Omega S_2$, with a period of 54 minutes, has been detected in the first reports on the observation of normal modes of the earth (38). This splitting has been explained, by Backus and Gilbert (36) and by Pekeris et al., through the Coriolis effect, which is large at the lowest frequencies; later, the effect of the earth's ellipticity was theoretically predicted by Dahlen (36). The full set of singlet frequencies has also been reported for $\Omega S_1$ (39).

Masters and Gilbert (40) discovered that a mode $\Omega S_2$ was split 2.5 times more than was predicted by the effect of rotation and ellipticity. This is a mode with properties similar to the PKIKP phase of the body waves (41); it has low attenuation and, therefore, relatively narrow spectral lines, which allows detection of the effect. Such anomalously large splitting has since been detected for a number of other modes with similar properties (42, 43). Estimation of the frequencies of individual spectral lines provides incomplete information on the heterogeneity. The effect is fully described by the splitting matrix, while the singlet frequencies are only its eigenvalues, which are invariant with respect to rotations.

Woodhouse and Giardini (44) proposed a procedure leading to the retrieval of the splitting matrix and the derivation of the splitting function, which has a geographical representation. The resulting map predicts values akin to the "local eigenfrequencies" (37), and these values represent linear constraints on structure. Figure 4, A and B, shows an example of observed and predicted spectra of the mode $\Omega S_7$ recorded at a station of the International Deployment of Accelerometers network at Halifax, Nova Scotia. The splitting function for this mode, derived through a simultaneous inversion of 38 spectra, is shown in Fig. 4C. The coefficients that describe such a function, except for estimation errors, represent objective information about the earth and are not burdened by the inaccuracies that may affect the results obtained from using various asymptotic methods. A shortcoming is that its resolution is limited to the retrieval of the even degrees, $l$, in Eq. 4. The splitting function is related to the earth structure through differential kernels, and such data for many modes with different properties can be inverted for laterally heterogeneous earth structure. Alternatively, the intermediate step can be bypassed, and the entire data set can be inverted directly. Giardini et al. (43) also explored this route; we refer to the model derived in that study as GLW.

Waveform approach. The low-pass filtered seismogram (cutoff frequency, 1/135 Hz), such as the one shown at the top of Fig. 3, can be represented by the superposition of approximately 600 normal modes, of which only 200 are of practical significance. Although the arrivals of the fundamental Love mode have the largest amplitudes, the trace between them is not flat, but it shows the energy of overtones, which propagate with different group velocities and whose sensitivity to structure is different from that of the fundamental mode. In procedures such as described in the wave group and the asymptotic normal mode approach sections above, this information is not used, and in fact is a source of error, since some of the energy of overtones is present within the time windows assigned to the wave groups $G_1$, $G_2$, and subsequent ones.

A spherically symmetric earth model [PREM (45)] does not predict well the observed arrivals for this particular path; $G_2$ is nearly 180° out of phase. Woodhouse and Dziewonski (3) developed an approach that allows the simultaneous use of all information contained in a seismogram within a selected time window. In their method, inversion for structural parameters $C_\ell^\ell$ (Eq. 4) is carried out by using complete seismograms such as those shown in Fig. 3 as data. The application of this procedure, by using only very long period data, led to the model M84C (3), which represents the upper mantle shear velocity expanded up to degree 8 in spherical harmonics and given as a cubic polynomial in radius. The prediction of this model is compared with the observation in the second pair of traces; the discrepancy has been removed.

The waveform approach is not limited to very long periods. Figure 5 shows observed body waves (cutoff, 1/45 Hz) for the same event and at the same station as in Fig. 3. The trace is truncated before the first arrival of surface waves. Such a trace consists only of overtones of normal modes, which are more sensitive to deeper structure. In other words, it contains information on a collection of rays such as those shown in Fig. 1; the sensitivity is, therefore, not only to a single ray path but, in effect, to the entire meridional cross section.

![Fig. 5. Same as Fig. 3 but for long period body waves ($f < 1/45$ Hz). The symbol $S_{\text{diff}}$ identifies the S-wave diffracted at the core-mantle boundary; at a distance of 122.4° the station is in the core shadow for the direct S-wave arrival; $S_4$ is the phase SS (Fig. 1); $S_5$ is SSS and so on. Model U84L85/SH, of Woodhouse and Dziewonski (46), derived by using data such as shown in this figure, in addition to very long period data, predicts the observations better than M84C, which was obtained by using only the latter data source.](image-url)
In addition, there are two other advantages of using body waves. Adequate signal-to-noise ratio can be achieved for events many times smaller than those producing discernible mantle waves. The ability to use smaller events leads to better geographical distribution of sources in regions without large earthquakes. Furthermore, the sensitivity to local structure is increased. The body wave seismograms are sensitive only to the minor arc structure, yet the greatest discrepancy in mantle wave data arises from differences in averages over complete great circles (even degree harmonics).

We derived model U84L85/SH (46) by using both mantle and body wave data. It predicts body waves better than model M84C, as shown by the last pair of traces in Fig. 5. It also predicts the mantle waves equally well (Fig. 3).

**Maps of the Earth's Interior**

The functionals described in the previous section contain information on all regions of the earth's interior. Their sensitivity to P- and S-velocities is depth-dependent. For example, the P-wave data used are limited to distances greater than 25° (which corresponds to the depth of a turning point of 750 km), because of highly nonlinear complications at shorter ranges. This means that their resolution of upper mantle structure is poor. Surface waves and other waveform data are primarily sensitive to the shear velocities in the upper mantle, although the incorporation of the waveform data for body waves (46) extended the resolving depth to about 1500 km. The elements of splitting matrices of normal modes depend on density and P- and S-wave speeds. With the existing data set, however, not all of these parameters can be resolved independently. We describe the current state of resolution of lateral heterogeneities in order of increasing depth.

**Upper mantle.** An important test of the validity of global imaging is that at shallow depths these studies yield results that are compatible with the tectonic expression at the surface as well as with regional scale investigations. A map of perturbation in shear wave velocity at a depth of 150 km is shown in the top of Fig. 6 for model U84L85/SH; at depths shallower than 400 to 500 km this model is similar to M84C (3). All shield areas are fast while mid-oceanic ridges are slow, in accordance with all the geophysical and geological evidence (47). This picture was obtained by using no previous information on the distribution of shields and mid-oceanic ridges or the age of the oceanic lithosphere (old ocean basins are fast). It simply was retrieved through the inversion of several thousand seismograms by using the spherical harmonic expansion of Eq. 4 with the spherical harmonic degree limited to 8. This data set justifies expansion to higher degrees. Degree 8 corresponds to a resolving half-wavelength of 2500 km; Tanimoto (16) analyzed resolving kernels for a smaller data set and inferred a 2000-km resolving length.

The bottom part of Fig. 6 is a cross section through the upper mantle. It shows the depth expression of the differences between the shields and mid-oceanic ridges. The shields show large positive velocity contrasts (above 4%) down to a depth of about 200 km;
this difference tapers off between 200 and 400 km and disappears completely in the transition zone (400 to 670 km). The depth expression of ridges is highly variable, with some reaching average velocities at about 200 km and others remaining anomalous as deep as 400 km.

The model from which Fig. 6 was derived was obtained from inversion of the combined data set of the transverse component body wave and mantle wave seismograms (46), thus consisting, in practice, only of SH motion. Unlike MB4C (3), in which perturbations were confined to the upper mantle, an additional set of coefficients was derived for the lower mantle, with a discontinuity in the radial basis function representation at a depth of 670 km. A data set consisting of more than twice as many records of vertical and longitudinal components (P-SV) was also inverted by using the same parameterization, and it yielded a model that in the upper mantle is not conceptually different from the SH model. This seems to contradict, indirectly, the findings of Natalf et al. (2), who reported large differences between \( V_S \) and \( V_S \). Clearly, the level of transverse anisotropy in the upper mantle needs to be investigated further.

The effect of azimuthal anisotropy (speed varies with the azimuth, rather than with the vertical angle of incidence, as in the transverse anisotropy) was investigated by Tanimoto and Anderson (33), who found similarities with the pattern of flow at the depth predicted from the velocities of plate motions (48).

The 670-km discontinuity. The existence of this discontinuity is well established (49). The subject of a debate, continuing now for about 20 years, is whether it represents a mineralogical phase change through which material may flow freely or whether it is an impenetrable chemical boundary separating the upper and lower mantle. The answer is significant to our understanding of the evolution and dynamic behavior of the earth. The subject remains controversial, as shown by the recent special session on the penetration of subducted slabs into the lower mantle held at an American Geophysical Union meeting (50). It was hoped that the question could be elucidated by a demonstration of the continuity or discontinuity of lateral heterogeneities at a depth of 670 km. The early aspherical models (3, 15) were disjointed at this depth, having been derived from two different data sets, each having the poorest resolution in this region.

With the incorporation of the long period body wave data the issue may now be approached. Figure 7 shows maps of S-velocity anomalies just above and just below the 670-km discontinuity: there is separate parameterization for the upper (U) and lower (L) mantle in model U84L85, and no explicit conditions on the continuity of the solution were imposed. There is significant similarity between the two maps. With the exception of northern Siberia and the central Pacific the location and size of the anomalies are similar.

These results cast a light on the depth of the origin of the degree 2 anomaly detected by Masters et al. (7) and confirmed by Woodhouse and Dziewonski (3). In those studies it was confined to the transition zone of the upper mantle. Now it seems to be a part of a more complex pattern, varying with radius, but extending across the 670-km discontinuity.

The result shown in Fig. 7 implies the continuity of the anomalies, at least in some locations, but the differential kernels, to the first order, are continuous across the boundary, and smoothing of the solution has been implied by rejecting small eigenvalues of the inner product matrix. What is certain, however, is that the level of heterogeneities in the vicinity of the 670-km discontinuity is elevated in comparison with those at 500 and 800 km, thus indicating the existence of dynamically important processes at this boundary.

Lower mantle. The possibility of the existence of velocity anomalies in the lower mantle was pointed out by Julian and Sengupta (51), who found that the P-wave rays traveling along different paths but having the bottoming point in the same location in the lower mantle tend to have travel-time residuals of the same sign. This observation was followed by systematic inversions with large data sets (4, 9, 14, 15, 24) and limited ones (13, 52). Clayton and Comer (14) and Dziewonski (15) used roughly the same data set, but their approach to model parameterization and inversion was entirely different. Hager et al. (10) found a significant similarity between these two models at degrees 2 and 3 but not for higher degrees.

Recently, Morelli and Dziewonski (4) derived model V3 by using a combined set of \( P, P_{n}, P_{K}, \) and \( PKP \) data extracted from BISC (27); in the lower mantle it is similar to I0.256 (15). The most striking feature of V3 is the overall shallowness of the lower mantle under the Pacific Ocean and relatively high velocities on its rim. The level of heterogeneities is lowest at a depth between 1500 and 2000 km. It begins to increase toward the CMB, but the increase is gradual rather than abrupt, such that it could not be exclusively associated with the anomalous properties of the D' region, which is located in the lowermost 150 km or so of the mantle.

Some models are derived from data sets other than P-wave residuals. There is the S-velocity model (46), which still has good resolution in the upper part of the lower mantle, and model GLW
derived from the analysis of splitting of normal modes (43); however, they describe only degrees 2 and 4 of lateral heterogeneity. Figure 8 compares, at a depth of 1200 km, P-velocity anomalies of model V3 with S-velocity anomalies of model U84L85/SH. The patterns are similar, but the level of relative perturbations in S-velocity anomalies is about two times as large as in P-velocity, that is, $(\delta v_s/\delta v_p)/(\delta v_p/\delta v_p) \approx 2$. This ratio is much larger than that predicted from laboratory measurements on minerals that are likely constituents of the lower mantle (53). Anderson (54) shows that this datum has important implications with regard to the thermodynamic properties of terrestrial materials under the temperature and pressure conditions appropriate for the lower mantle.

Figure 9 shows model V3 at a depth of 2300 km; its filtered version, in which only harmonics of degrees 2 and 4 were retained, is shown in the middle panel, and the prediction of model GLW derived from the data on splitting of normal modes is shown at the bottom; the similarity between the two latter maps is striking. Comparing Fig. 9 (middle part) with the splitting function of $sS_7$ in Fig. 4, we find another strong resemblance; since $sS_7$ is principally sensitive to lower mantle S-velocity, this indicates a strong relation between heterogeneity in $P$ and $S$ velocities. Mode $sS_7$ is only one example of modes showing this pattern. The normal mode data also prefer a high $\delta v_s/\delta v_p$ ratio.

A major advantage of modal data is that their sensitivity is not

Fig. 9. Comparison of $P$-velocity models derived from travel-time anomalies and splitting of normal modes; the depth is 2300 km. The top panel is model V3 (4); the same model with only the harmonics of degree 2 and 4 retained is shown in the middle. The bottom panel is from model GLW of Giardini et al. (43), obtained by inversion of a subset of normal modes. Note that both models at this depth are nearly identical in shape to the splitting function shown in Fig. 4.

Fig. 10. Topography of the core-mantle boundary from wave travel times in spherical harmonic expansion to degree 4; blue areas are elevated and orange depressed. The top panel shows the result of the analysis of reflections from the core-mantle boundary ($P_dP$); middle panel, topography from the anomalies of transmitted waves ($PKP_{bc}$); bottom panel, result of inversion of the combined $P_dP$ and $PKP_{bc}$ data set. [Reprinted from (27) with permission © Macmillan Journals Ltd.]
limited to the path connecting source and receiver; they provide a way of directly sampling averages over regions of global dimensions. The compatibility of models derived from modal data with models derived from travel times removes the suspicion of distortion due to imperfect global sampling by the body wave data set.

Results such as shown in Figs. 8 and 9 allow us to state that three different data sets yield compatible results for the mantle. These data sets represent different ranges of frequency. The P-wave residuals are derived from records that are dominated by 1-Hz energy. The combined waveform data set covers a range of periods from 50 to 300 seconds. The eigenperiods of normal modes used extend from 200 to 1000 seconds. We do not see, therefore, a large frequency dependence over three orders of magnitude in a period.

Core-mantle boundary (CMB) and liquid core. The CMB is the most dramatic discontinuity in the earth's internal structure in terms of the physical and chemical properties as well as the time scale of the processes that take place on either side of it. Its shape, if different from that predicted by the hydrostatic equilibrium theory, may contain information important to our understanding of geodynamic processes in the mantle or the magnetic field generated in the outer core.

The problem has been recently approached by several research groups. Gudmundsson et al. (28) used PnP, a phase reflected from the top of the CMB. Creager and Jordan (26) used PKPAB and PKIKP, phases transmitted through the boundary. Morelli and Dziewonski (27) analyzed both reflected and transmitted data. By using both types of data, we can distinguish between the three hypotheses proposed by Creager and Jordan: (i) the thin, heterogeneous layer above the CMB, (ii) the CMB topography, and (iii) a thin, heterogeneous layer below the CMB. Researchers agree that (i) is inconsistent with the data. Creager and Jordan favor (iii), even though their data cannot distinguish it from (ii); the argument is that a core topography in excess of 10 km is unlikely. Yet, this is the size of the perturbations reported in (27, 28).

Figure 10 shows maps of the CMB topography obtained by Morelli and Dziewonski (27) using PnP (top), PKPBC (middle), and the combined data set (bottom). Since the sensitivities of PnP and PKP travel times to CMB undulations are of opposite sign, the substantial agreement between the upper two maps—particularly with regard to the sign and location of their extremes—argues strongly that the effects of errors in mantle structure and earthquake locations are small. The resemblance between the PnP and PKP results is greater in the Northern Hemisphere where data coverage is better.

This experiment also indicates that there is no evidence for a detectable lateral heterogeneity in the outer core, since it would be mapped in the PKPBC results. A large-scale axisymmetric heterogeneity of degree 2 has been proposed by Ritzwoller et al. (42) as a feature that best explains their results on anomalous splitting of normal modes. Those investigators recognize that the presence of a 0.4% heterogeneity throughout the outer core in a rapidly convecting fluid is unlikely (55).

Inner core. Giardini et al. (43) propose that features in the inner core may account for the properties of modes that are characterized by splitting functions that have large zonal terms of degree 2 and 4, as opposed to those with energy concentrated in the mantle, which are dominated by a P2 pattern (Fig. 4). They show that inner core anisotropy provides a rather natural explanation of anomalous splitting. Poppinet et al. (25) associated travel-time anomalies of PKIKP with the inner core. They proposed a prolate inner core with a polar radius about 100 km greater from the equatorial radius; this model raises questions with regard to its mechanical stability. Evidence of lateral heterogeneity in the inner core on the order of 1% has been reported by Cormier and Choy (56). Figure 11A shows the smoothed travel-time anomalies of the PKIKP phase observed between 170° and 180° epicentral distance; such rays travel very close to the center of the earth. There is a strong axisymmetric signature, and the function obtained by the least squares fit of spherical harmonics of degree 0, 2, and 4 has a peak-to-peak amplitude of 2.5 seconds. The data were corrected for lateral heterogeneity in the mantle and for CMB topography. Morelli et al. (18) were unable to reconcile these observations with the PKIKP data at shorter distance ranges (120° to 135° and 155° to 170°), without concentrating the bulk of heterogeneity close to the center of the earth. In addition to implausibility of such a model, it would be inconsistent with the modal data, which indicate that the cause of splitting should be present in the outer part of the inner core. Figure 11B shows the splitting function of the mode 1S2S; a substantial fraction of energy of this mode is in the inner core (43). Both maps in Fig. 11 possess large zonal terms; only modes and rays that penetrate deep into the inner core show this effect. Differences between the maps are attributable to the influence of mantle heterogeneity on the modal splitting function.

A hypothesis that seems capable of satisfying travel time and modal data is that the inner core is anisotropic. Morelli et al. (18) assumed hexagonal anisotropy with the axis of symmetry parallel to the earth’s rotation axis. Perturbation in velocity varies then with the angle $\xi$ between the ray and rotation axis as:

$$v(r, \xi) = v_{eq}(r)[1 + \epsilon(r)\cos^2\xi + \sigma(r)\cos^2\xi\sin^2\xi]$$

where $v_{eq}$ is the velocity in the equatorial plane and $\epsilon$ and $\sigma$ change with radius as $(r/n_{eq})^2$, with $n_{eq}$ being the radius of the inner core.
From the least-squares fit to the data shown in Fig. 11A, Morelli et al. obtained $\epsilon = 0.032 \pm 0.005$ and $\sigma = -0.064 \pm 0.015$ (standard errors). Thus, at the surface of the inner core the velocity in the direction parallel to the rotation axis is 3.2% higher than in the equatorial plane. After the data in the three distance ranges are corrected for anisotropy, separate inversions for the "isotropic" heterogeneity lead to consistent results.

Woodhouse et al. (19) demonstrated that the simple assumption of a constant elastic tensor that is invariant under rotations about the earth's rotation axis (that is, transversely isotropic in the plane of the equator) matches well the gross features of modal observations. Their model does not entirely reconcile the modal data with traveltime observations. They argue, however, that there exists an anisotropic model that will do so.

**Discussion**

The study of lateral heterogeneity is of great importance to seismology. For example, in investigations of earthquakes the effect of lateral heterogeneity, like an imperfect lens, can distort the image of an event. The estimates of location, fault length, and the pattern of released stresses can be false if the medium is not adequately known. Even the introduction of corrections for low-order lateral heterogeneity can result in shifts of epicenters as much as 20 km and shifts in origin time in excess of 1 second. Although the internal application of three-dimensional modeling is a sort of "housekeeping" problem, which would probably affect only a small circle of experts, the results of global three-dimensional imaging are having an impact on many areas of the geosciences.

The first models of the upper mantle have stimulated the interest of geochemists and petrologists studying planetary scale processes. The three-dimensional models of mid-oceanic ridges, hot spots, and continental roots have profound meaning for the determination of the source and history of the materials found at the surface, which are the only ones that can be studied directly. The evidence from three different studies that $s_p$ and $p_s$ vary systematically with a ratio $(b_{p_p}/b_{p_s})$ between 2 and 2.5 is a new in situ datum for mineral physicists.

The models of the lower mantle have cast new light on the origin of large-scale features in the earth's gravity field, a problem that, in a way, was given up because of the inherent nonuniqueness of the potential field data. It is now clear that the large part of the geoid perturbation originates in the lower mantle (10). In addition, by the formulation of the problem in terms of the dynamic response of the earth to an internal load (57), it is possible to estimate variations in viscosity with radius.

Seismologists are not the only ones in recent years to produce maps of revolutionary importance. The recovery of secular variations during the last 250 years of the magnetic field at the core-mantle boundary (58) may lead to a greatly improved understanding of the geomagnetic secular variation and the geodynamo, one of the
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**Fig. 12.** Windows into the earth. Three-dimensional plots of velocity anomalies under two oceans viewed from an altitude of 35,000 km: the Atlantic (top panels) and the Pacific (bottom panels). Depth to the bottom is indicated in kilometers. In the upper mantle panels (550 km) the depth scale is exaggerated by a factor of 5. Based on models in (3) and (15). Yellow lines are plate boundaries.
most enigmatic of all geophysical phenomena.

There appears to be significant relation between the space-time pattern of the secular variations and velocity anomalies in the lowermost mantle (59). In particular, large static features in the magnetic field, features that are believed to be a direct manifestation of the geodynamo (60), appear to be tied to regions of high seismic velocity in the lowermost mantle. This correspondence of magnetic and seismic maps, which is also apparent between regions of proposed upwelling in the core such as beneath southern Africa (58) and regions of low seismic velocity, implies thermal coupling between the mantle and flow in the core (59). Since the time scale of the mantle processes is many orders of magnitude greater than those in the core, it is possible that the data is further that the overall pattern of secular variations has been continuing for over ten of millions of years.

The anomalous properties of the core-mantle boundary (26–28) and the proposed anisotropy in the inner core (18, 19, 43)—a hypothesis that requires further verification—are new sources of information that should impose important constraints on the short- and long-term dynamic behavior of the core.

Figure 12 synthesizes the increased capability to view the interior of the earth in a new way. We know from evidence collected at the surface and from the patterns of seismicity that the histories of the Atlantic and Pacific oceans are different. Now we can study these differences all the way to the core-mantle boundary. Without such information it is impossible to understand the earth as a dynamic system.

Some improvements and refinements can be accomplished with the existing data, but the fundamental limitation imposed by the current coverage of the globe with seismographic stations is clear. These limitations are in geographical coverage and in the frequency and amplitude response of the relatively few existing digital stations. In recognition of the broad scientific potential of seismological investigations, a group of U.S. universities founded the Incorporated Research Institutions for Seismology (IRIS) in 1984. The membership of IRIS totals 50 and includes virtually all universities with an active research program in seismology. One of the objectives of IRIS is the establishment of a globally distributed network of permanent seismographic stations with state-of-the-art equipment (61). The global network is only a part of the plan. The average distance between stations of an evenly distributed network of 100 observatories is about 2000 km. Such spacing is not sufficient to provide the resolution needed to address specific research problems from planetary implications, be it the question of the penetration of slabs into the lower mantle, details of the structure at the core-mantle boundary, or the sharpness of the transition between the liquid outer core and the solid inner core. Therefore, a set of movable instruments, which could be deployed for a limited time, would be an important complement to the global base of permanent stations.

Parallel initiatives originated in Western Europe (62), in particular, in France. A network designed and deployed by French universities, GEOSCOPE (63), began operating in 1983 and now has 14 stations distributed worldwide. An international federation of Broad-Band Digital Seismographic Networks was formed in 1986 with an initial membership of seven countries. The principal objectives of the federation are to ensure the compatibility of the instrumentation used by the member networks and the timely exchange of data (64).

The U.S. contribution to the Global Seismographic Network is included in the Global Geosciences initiative of the National Science Foundation. The significance of the network for monitoring and studying catastrophic events such as earthquakes, tsunamis, waves, volcanic eruptions, and underwater slides makes it a likely candidate for one of the early projects of the International Geosphere-Biosphere Project of the International Council of Scientific Unions.
Gene Transfer in Crop Improvement
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Transfer of genes between plant species has played an important role in crop improvement for many decades. Useful traits such as resistance to disease, insects, and stress have been transferred to crop varieties from noncultivated plants. Recombinant DNA methods greatly extend (even outside the plant kingdom) the sources from which genetic information can be obtained for crop improvement. Gene transfer systems based on recombinant DNA are available for several crop species and are under development for others. The concerted use of traditional and more recent methods for plant genetic manipulation will contribute to crop improvement.

RAPID PROGRESS IS BEING MADE IN DEVELOPING THE TOOLS FOR MANIPULATING GENETIC INFORMATION IN PLANTS BY RECOMBINANT DNA METHODS. PLANT GENES ARE BEING CLONED, GENETIC REGULATORY SIGNALS DECRYPTED, AND GENES TRANSFERRED FROM ENTIRELY UNRELATED ORGANISMS (NOTABLY BACTERIA AND A VIRUS) TO CONFER NEW AGRICULTURALLY USEFUL TRAITS ON CROP PLANTS. RECOMBINANT DNA METHODS SIGNIFICANTLY INCREASE THE GENE POOL ACCESSIBLE FOR CROP IMPROVEMENT.

In this review we summarize and illustrate with selected examples the long history of gene transfer by plant breeders between plant species and even between plants from different genera. We describe the use of recombinant DNA-based methods for gene transfer to plants and indicate with examples how these may contribute to the future of crop improvement. Our analysis highlights the important role continuing development of technology (Fig. 1) has played in expanding the range of organisms from which genetic information can be mobilized to plants. We conclude with some views on issues related to the use of technology in crop improvement and the future strength of agriculture.
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